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Requirements for transmission of IP datagrams over DVB networks

Status of this Memo

This document is an Internet-Draft and is in full conformance with 

all provisions of Section 10 of RFC2026. 

Internet-Drafts are working documents of the Internet Engineering 

Task Force (IETF), its areas, and its working groups. Note that 

other groups may also distribute working documents as Internet-

Drafts. Internet-Drafts are draft documents valid for a maximum of 

six months and may be updated, replaced, or obsoleted by other 

documents at any time. It is inappropriate to use Internet- Drafts 

as reference material or to cite them other than as "work in 

progress." 

The list of current Internet-Drafts can be accessed at 

http://www.ietf.org/ietf/1id-abstracts.txt 

The list of Internet-Draft Shadow Directories can be accessed at 

http://www.ietf.org/shadow.html.

0. Document history

This Draft is NOT an official Internet Draft, but is likely to be 

submitted as a draft version 00 after further editing and 

correction.

00a ­ Original text by GF.

00b ­ Additional text by HC, BC-N.

00c ­ Tidy to terminology.

00d ­ Clarification of position of MPE in the framework, NiTs.

>>> Refs to be added

>>> IETF ID format to be applied.

>>> Could be useful to split the framework from the requirements?

Abstract

The Digital Video Broadcast (DVB) standards have become widely 

accepted not only for providing digital TV services, but also as a 

subnetwork technology for building IP networks. DVB standards are 

published by the European Telecommunications Standards Institute, 

and are based on the ISO MPEG-2 Transport Stream. This document 

contains requirements for a framework for transport of IP 

Datagrams over MPEG-2 Transport Streams. The document identifies 

the need for definition of a set of network protocols to 

standardise the interface between the MPEG-2 Transport Stream and 

an IP subnetwork. It also suggests an optimised encapsulation 

method for IP datagrams.  The requirements for these functions are 

described, and a framework proposed for their implementation. 

RDW: ATSC and ISDB-T could be mentioned here if these are within scope! 

1. Introduction

This document identifies requirements for a framework for 

transport of IP Datagrams over MPEG-2 Transport Streams [MPEG2].  

The framework is designed to be compatible with the Digital Video 

Broadcast (DVB) architecture. This architecture provides simplex 

physical and link layer standards for a wide range of physical 

media (e.g. Terrestrial TV [ETSI-DVBT], Satellite TV [ETSI-

DVBT],Cable Transmission [ETSI-DVBC]).  
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Figure 1: Overview of protocol stack for DVB

TJ: What does the layered structure DVB-T->TS->Table Sections->MPE-IP mean ? DSM-CC is missing or is this meant by Table Sections ? (Table Sections for my understanding are used as signalling tables, not for data)

The layer IP->AAL5->ATM->MPEG-2 TS->DVB-T is strange here. It could mean the return path (uplink) in

CableModem systems. Should this proposal cover also bi-directional broadcasting systems ? Thank the

Difference between DVB-RCS, DVB-RCC, DVB-RCT should borne in mind.

RDW: I understood that the above figure refers to forward path only. It would help clarity if protocols for the DVB forward path and various return paths are presented in separate figures. 

Also, DSM-CC Sections has more meaning than Table Sections, or is there na specific reason that "Table" is chosen? For example DSM-CC sections (including datagram sections) do not constitute a table.
Although many DVB systems carry a mixture of types of data, DVB 

components may, and are, also used to build IP-only networks.  In 

this case, standard system components offer advantages of mass 

market and improved interoperability.  Such networks often do not 

implement all parts of the DVB system, and may for instance 

support minimal, or no, signalling of DVB service information (SI 

tables). 

The service provided by a DVB multiplex, or more generally a TS 

multiplex.  This offers a number of parallel channels, which 

correspond to logical links (called MPEG Transport Streams (TS), 

and are identified by the Packet ID, PID, value carried in the 

header of MPEG-2 TS packets. The PID value is a 13 bit field and, 

thus, the number of channels is limited to 8192, some of which are 

reserved for transmission of DVB-SI tables. Non-reserved transport 

streams may be use to carry audio [ISO-AUD], video [ISO-VID], IP 

datagrams [ISO-DSMCC;ETSI-DAT], or other data[ISO-DSMCC;ETSI-DAT]. 

Similarities in the way PIDs are used may be observed with the 

operation of virtual channels in ATM, however, unlike ATM, a PID 

defines a broadcast channel and not a point-to-point to link; 

there is no specified interface for connection setup, or for 

signalling mappings of IP flows to PIDs, or to set the Quality of 

Service, QoS, assigned to an MPEG-TS.

RDW: MPEG2-PSI also reserves some PIDs (PAT has 0x0000, CAT has 0x0001). I have several times read the comment that although is PSI clearly defined in the MPEG-2 systems standard and SI in the DVB standards, the two terms are used "interchangably". I would rather keep the two separate in specifications, if possible. The term DVB-SI may be seen as ambiguous - "DVB-SI and MPEG2-PSI" is clear.
A receiver needs to identify the TS Multiplex (physical link) and 

TS channel (logical link) on which IP datagrams are being 

transmitted. It is common for a number of MPEG-2 TS to carry 

subnetwork Protocol Data Units (PDUs), and the receiver must 

therefore filter (accept) packets sent with a number of PID 

values, and must independently reassemble each subnetwork PDU.  In 

some cases, receivers may need to select transport streams from a 

number of simultaneously active TS Multiplexes and TS channels.

TJ: This means we need a multi-RF front end in the receivers ? One transport stream or multiplex

Is transmitted as one RF frequency (it could contain many programs or also an Multi-Program-TS).

Why it is necessary ? Perhaps for mobile data reception it could be necessary to have a two RF frequency demodulator in order to scan the next channel on which we have to hand-over.

By the way: I have heard such hand-over mechanism recently missing in DVB is already defined.

RDW: On TJ's question, the text needs clarification, which meaning is intended?

"In some cases, receivers may need to scan transport streams from a number of simultaneously active TS Multiplexes and TS channels before selecting one."

or

"In some cases, receivers may need to receive services on several transport streams which are from a number of simultaneously active TS Multiplexes and TS channels."

RDW: the terms "TS Multiplex" and "TS channel" are not entirely aligned with DVB terms - "Multiplex" and "Transport Stream" seem to be what you mean - see EN300468. It seems that the specification writes about a "Transport Stream multiplex" as a plurality of "Transport Streams". I have understood instead that a Transport Stream is a multiplex. A DVB compliant TS consists of one or more DVB services, each consisting of one or more service components. In MPEG-2 Systems terms, one could write as well that a TS consists of one or more programs, each consisting of one or more program elements. 

I believe the term "TS channel" is not commonly used in MPEG-2 or DVB specifications - is it here aligned with a DVB service or service component? The DVB specifications only generally write about PIDs defining "logical channels" within a TS.
There are also cases where a receiving system may need to receive 

simultaneously from several channels, however, most current off-

the-shelf receiver hardware has a limit on the maximum number of 

active PIDs. Some applications also envisage the concurrent use of 

other non-DVB IP channels.

TJ: why a problem ? A receiver has to have handle several PIDs at the same time due to the tables

(PMT, EIT, AIT, …). If we transmit data (all IP) in one PID we could overcome this problem. To receive

all data (all IP connections) transmitted in many PIDs does not seem to me necessary. Such a “Pre-Filter”

will help to reduce the processing power. Therefore a proper design which IP is travelling in which PID

(IP-PID-Mapping, see also later) is needed. 

RDW: The term channel here is problematic. There is not a perfect DVB term for this but "component" or "service component" comes close. Also note, according to DVB definitions, a MUX is one TS (i.e. has one TS id), so these channels (when part of a MUX) are not TS's (even though they may have been before multiplexing) - they are "components" or "program elements" or "elementary streams".
RDW: Address collisions where, for example, the same multicast address is used on several different PIDs are more of a problem. It is worth clarifying the minimum number of PIDs that are required to be simultaneously filtered - so that vendors have a base figure.

Duplex transmission can be provided in the DVB framework by using 

one of a number of alternate return channel schemes [DVB-RC]. 

Duplex IP paths may also be supported using non-DVB return links. 

One example of such an application is that of Uni-Directional Link 

Routing, UDLR [RFC-UDLR].

Is there a need for a new standard called RFC-UDLR or do exist some proposals ? (I assume because

I have heard, MPLS uses a uni-directional routing and connection setup mechanism.)

The DVB family of standards currently defines a mechanism for 

transporting an IP packet, or Ethernet frame using the Multi-

Protocol Encapsulation (MPE) [ETSI-DAT]. This scheme allows 

transmission of IP datagrams or Ethernet‹style frames in the 

control plane associated with audio/video transport.  It includes 

a set of optional header components, and requires decoding of the 

control headers.  

TJ: What does “control plane” here mean ? Control plane for me: the signalling tables but there is not a multiplex with data, video or audio (these are on another PIDs).

            +-----------------------------------------+

            |Encap Header|       Subnetwork PDU       |

            +-----------------------------------------+

           /         /                          \      \

          /         /                            \      \

         /         /                              \      \

 +------*----------*  +------*----------*   +------*----------+

 |MPEG-2| MPEG-2   |..|MPEG-2| MPEG-2   |...|MPEG-2| MPEG-2   |

 |Header| Payload  |  |Header| Payload  |   |Header| Payload  |

 +------+----------+  +------+----------+   +------+----------+

Figure 2: Encapsulation of subnetwork PDU (e.g. IP datagram) into 

a series of MPEG-2 Transport Stream, TS, packets (each TS packet 

carries a header with a common Packet ID, PID, value).

The framework proposed in this document describes a set of 

protocols designed to allow IP datagrams to be sent over an MPEG-2 

TS. These need to be simple and robust and shall have good link 

efficiency (i.e. small overhead) when transporting variable sized 

IP datagrams.  The document also suggests the need for supporting 

protocols (e.g. to support operation and configuration of the 

link, provide resolution of the MPEG-2 Transport Stream (TS), 

error reporting, etc). The framework may also be applicable to 

other subnetworks utilizing the MPEG-2 Transport Stream, and 

similar links (e.g. non-DVB MPEG-2 transmission networks, 

regenerative satellite links [ETSI-BSM]). 

TJ: Great idea. Than it should also cover sound broadcasting links like DAB, iBOC etc.

What are Non-MPEG-2 TS similar links ? MPEG-2-Video over ATM could be such a system but there is LAN or CLIP to combine IP (more in a native way). I think this approach here is just useful for MPEG-2 based transmissions independent on the approach how this MPEG-2 is transmitted. Otherwise the parallel transmission on a bearer or carrier in a native manner can be discussed instead of IP encapsulation.

2. Conventions used in this document

ACK: A cumulative TCP acknowledgement. In this document, this term 

refers to a TCP segment that carries a cumulative acknowledgement 

(ACK), but no data.

DSM-CC: Digital Storage Management Command and Control [ISO-

DSMCC]. A formatting defined by the ISO MPEG-2 standard.

DVB: Digital Video Broadcast [ETSI-DVB]. A set of framework and 

associated standards for the transmission of video, audio, and 

data, using the ISO MPEG-2 standard.

TS Multiplex: A combination of MPEG-2 transport streams sent over 

a common physical link (i.e. a transmission at a specified symbol 

rate, FEC setting, and transmission frequency).

TJ: a combination of … streams can also be done by MPTS (Multi-Program TS). Is this meant ?

Otherwise, the broadcast of many TS in parallel on different carriers (in case of DVB-T or DVB-C) or on parallel transponders (actually also frequencies and channels in DVB-S) is not a multiplex.

A TS Multiplex is more the combination of (digital) audio, video, data and signalling information within one Transport Stream. 

RDW: See earlier comment - I highly recommend using DVB terms where possible and unambiguous since mutual understanding is essential. It also refers time consuming terminology debates to a forum that has already been through that issue (for some terms).

FORWARD DIRECTION: The dominant direction of data transfer over a 

network path. Data transfer in the forward direction is called 

"forward transfer".  Packets travelling in the forward direction 

follow the forward path through the IP network.

MAC: Medium Access and Control of the Ethernet IEEE 802 standard 

of protocols.

MPE: Multiprotocol Encapsulation [ETSI-DAT]. A scheme that 

segments Ethernet frames or IP Datagrams into Sections, and then 

sends these using DSM-CC formatting over an MPEG-2 TS.

RDW: MPE "embeds" or "encapsulates" to DSM-CC format. The MPE protocol does not "send". [The alternative acronym, "Multiprotocol Encapsulator", may be confused]

MPEG-2: A set of standards are specified by the Motion Picture 

Experts Group (MPEG), and standardized by the International 

Standards Organisation (ISO) [ISO-MPEG].

PID: Packet Identifier. A field carried in the header of all MPEG-

2 Transport Stream packets used to identify the TS channel to 

which it  belongs [ISO-MPEG].

REVERSE DIRECTION: The direction in which feedback control 

messages generally flow (e.g. acknowledgements of a forward TCP 

transfer flow). Data transfer could also happen in this direction 

(and it is termed "reverse transfer").

Section: a syntactic structure used for mapping all service 

information (e.g. an SI table) into TS packets.  A table may be 

divided into a number of sections.  All sections of a table must 

be carried over a single TS.

SI Table: Service Information table. A table carried in the MPEG-

TS to communicate control information to co-ordinate and configure 

the receivers of MPEG-2 TS [ISO-MPEG].

TS: Transport Stream [ISO-MPEG], a flow identified at the MPEG-2 

level; it represents level 2 of the ISO/OSI reference model. All 

packets in a flow carry the same PID value.

TS Packet: A fixed-length 188B unit of data sent over an MPEG-2 

multiplex [ISO-MPEG]; it corresponds to the cells, of e.g. ATM 

networks, and is frequently also referred to as a TS_cell.  Each 

TS packet carries a 4B header, plus optional overhead including 

pointers to the next payload header, encryption details and time 

stamp information to synchronise a set of Transport Streams.

RDW: Stick to TS Packet. TS Cell will be confusing when the issue of multi-cell network arises.

3. Motivation

This section describes existing solutions and the need for a new 

framework. This framework may be used in the forward and/or the 

reverse direction. The protocols to be supported over this link 

are:

(i) IPv4 Unicast datagrams

(ii) IPv4 Broadcast datagrams to all end systems in an IP 

network

(iii) IPv4 Multicast datagrams

(iv) IPv6 Unicast datagrams

(v) IPv6 Multicast datagrams

(vi) Datagrams with compressed IPv4 / IPv6 packet headers (e.g. 

[RFC1114;RFC2507;RFC3095])

TJ: I have seen that the ATSC Datacasting document A90 deals with IP V4 as well as IPV6.
Perhaps it could necessary to check the differences between DVB and ATSC MPEG-2 IP based data services. Unfortunately there are some, e.g. PSI (DVB) and PSIP (ATSC) in terms of video services.
Two issues are addressed by this framework: First that of 

providing an efficient encapsulation scheme which is easily 

implemented in IP-based transmitters and receivers. Second, 

existing standards do not define how an IP node should associate a 

particular IP address to the subnetwork streams (PID, TS 

Multiplex) for either unicast transmission, or multicast 

reception. In this document, these are referred to as IP address 

resolution issues.

The following principles are suggested for this work:

(i) Ubiquity.  The framework operates below the IP network 

layer. It must not require modifications to existing 

implementations of IP (IPv4 or IPv6), UDP, TCP.

(ii) Minimal overhead.  The framework should minimize 

protocol overhead, in terms of the number of additional bytes 

to be sent in addition to the IP datagram and processing 

overhead in terms of parsing effort of variable length 

headers or options fields (see iv).  

RDW: IP Packet size, version and frequency will effect efficiency. Will you define some real-world "test case" scenarios for different proposals to be quantitatively measured and compared?

(iii) Minimal set of required options.  Reducing the number 

and type of optional parameters may reduce the receiver 

processing overhead.  Importantly, it also simplifies 

receiver implementation, allowing easier implementation and 

promoting better interoperability between vendor 

implementations. The header format currently adopted by MPE 

known to be not optimal for IP, incurring significant 

receiver processing overhead and extra link overhead [CLC99].

(iv) Maximum Link Thruput. The framework should offer minimal 

transmit/receive processing load. In some cases, the use of 

header compression may represent a useful trade-off in 

increased processing overhead, but reduced packet header 

size.

(v) Flexibility. The framework should provide sufficient 

flexibility to allow future inclusion of other mechanisms for 

specific applications (e.g. synchronisation with other non 

DVB IP streams). There is also need for the framework to 

operate over the range of MPEG-2 multiplexes in the forward 

direction, and the diverse range of return channel systems in 

the reverse direction.

(vi) Compatibility. If new protocols are defined by the 

framework, it is desirable that they allow inter-working with 

existing schemes, such as MPE, to allow continued use of the 

broad-base of existing equipment.

(vi) Scalability. The framework must be efficient when used 

in both large and small networks.  The size of a network 

using MPEG-2 transport may range from a pair of nodes, to one 

including millions of receivers. 

TJ: Hmmm, we are still talking about broadcasting (the main purpose of our network). Such a system has to be independent of the number of receivers. The current systems (DVB-T and others) are able to fulfil this

Requirement. No needs to mention separately ?
RDW: as above, how will each of these criteria be measured? (Separate RFC?) The framework and the assessment criteria are probably the only important deliverables at the first stage.

The specified framework and techniques to be developed may also be 

suited to non-DVB systems employing the MPEG-2 TS, or other 

(sub)networks offering similar transfer capabilities. 

4. Requirements for IP datagrams

This section describes the requirements for transporting IPv4 and 

IPv6 over DVB links The section identifies key needs and provides 

examples of mechanisms that may be used to implement these.

(i) MPEG-2 Transport Stream. The framework should provide 

mechanisms to access the underlying network features (MPEG-

2 timestamps, PIDs, etc). It should also offer guidance on 

which MPEG-2 features are pre-requisites for this service, 

and any optional fields which impact performance / correct 

operation of the IP encapsulation. 

(ii) Probability of undetected packet error. There should be a 

small undetected link error rate [LINK-ID]. The scheme 

therefore needs to be robust to software failures and link 

loss. The need for a subnetwork PDU CRC will be determined. 

RDW: Exchange "should" for "may" or "will probably" - otherwise it sounds like you are requiring that the link generates errors.

(iii) TS Resolution. There is a need to signal the PID and TS 

Multiplex that is associated with each IP flow to the 

network layer at the sender and receiver (address 

resolution).  To make such schemes robust to loss and state 

changes within the DVB subnetwork, a soft-state approach 

may prove desirable.  This could, for example, be 

implemented via descriptors in the SI tables, or by a 

protocol similar to the Ethernet address resolution 

protocol (ARP).

TJ: Yes, to know on which PID is IP transmitted, seems to be necessary. I am not so familiar with DSM-CC but I guess to know, there is a private DSM-CC section is marked. But perhaps you do not know which kind of data is it (IP or Non-IP). But in the A90 ATSC doc (and my book) I see tables containing LLC/SNAP flags and bits to mark IP V4 or IP V6. Perhaps solved ?

Otherwise to transmit and broadcast (in a dedicated PID or table) which IP connections (distinguished by their destination addresses), contained in the TS is for my opinion not a good idea: very complex routing and tables, very dynamic and what if we had re-multiplexers in an TS-path changing the combination of PIDs and IPs ?

But I see a need to find fast and secure the “data channels”, the IP connections and this one what I want to

Use on my receiver. Especially instead to transmit all IP in one PID we want make use of many PIDs to separate IP sub-networks (logical IP network grouping) it is necessary to have such a Map Table. But perhaps it is enough to do it on sub-network layers using the sub-network mask instead of single IP addresses.

RDW: using PIDs to signal subnets is an old (and good) idea. However, the 13bit address space of PIDs does not fit two well with 128bit IPv6 masking. I don't believe this is sufficient in all cases. On the other hand, pushing all IP traffic on to one PID (or 1 unicast and 1 multicast PID) increases the client load (e.g. an extreme case could be 50Mbps of IP traffic on a single DVB-S PID). Ethernet deals with this, but it is still an issue (less so with DVB-T, but mobility also requires power efficiency & therefore processing efficiency). In either case, some kind or resolution scheme is necessary to discover the PID and to be robust in the case of PID changes at reMUX

(iv) IPv4 and IPv6. The framework must support IPv4 and IPv6 

network protocols. The payload encapsulation may require a 

type field in the subnetwork PDU to indicate the type of 

the PDU being carried (e.g. IPv4, IPv6).

TJ: Shoulds not be a problem. As mentioned above, in ATSC A90 the differentiation between both version seems to me considered.

(v) Compressed Headers. The framework must address the need in 

certain applications for the support of header compression 

schemes. This may require a type field in the subnetwork 

PDU to indicate the type of the PDU being carried (e.g. 

IPv4, IPv6, Compressed Header).

TJ: Instead of Header Compression my “dream” is to adopt the idea of MPLS, to have short tags at the ingress port and to have a mapping from IP (and sub-networks) to dedicated PIDs and using Tags instead of IP headers). Perhaps the same like IP header compression. But the result: The egress port has to know the mapping and needs this table (and routing info). A new, additional protocol is needed.

RDW: This is a very interesting idea. Do Logical Router Interfaces and subnets differ? (e.g. do we have several non-contiguous address subnet masks?) This is worth discussing much more.
TJ: Be be more efficient can be reached if we compress the higher layer content. The upper layers, especially HTTP, SMTP, FTP waste more bandwidth, definitely I am sure. To compress also the application data instead the lower layers seems to me more benefitial.

I have read that HTTP 1.1 is able to support compress content (using GZIP algorithms).

An application and service oriented approach to discuss this issue seems to me necessary instead to talk just about a very low layer.

RDW: Good point, RTP/UDP/IP is another good example. However, this seems to be out of scope for this BOF. Going beyond layers 2 and 3 opens up so many more work issues.

(vi) Multicast. The framework must support IP multicast 

transmission of IPv4 and IPv6 datagrams. Support for 

broadcast must also be considered for IPv4.

TJ: Where is a problem ? Unicast or multicast from the view of the transmission is just an other range of IP addresses. Due to the broadcast character of the MPEG TS link it supports both simultaneously. What is specific in terms of multicast ?


RDW: The DVB specification (for MPE) leaves too much unresolved. IPv4, IPv6, unicast & multicast cases must be explicitly specified for interoperability (even if unicast and multicast address issues turn out to be identical) - if in doubt, consider that IPv4 multicast to MPE MAC mapping is specified (optionally).
TJ: As I know multicast in the networking world (LAN, Internet) is still unresolved. There are three different approaches and their main problem is the traffic load, balance and routing (perhaps also to handle the return channels in case of point-to-multipoint which becomes multi-point to point in backward direction, I belive ATM tried to cover this). Which one will be the best fitting one for this focus here (perhaps PIM) ?

(vii) Frame size and fragmentation.  Specification of minimum and 

maximum frame sizes (MTU).  The need (or not) for IP 

fragmentation and transparent fragmentation to support the 

minimum MTU [RFC1191;Ken87;LINK-ID]. There is no currently 

anticipated need to support IPv6 Jumbograms.

TJ: What does minimum frame size mean ?

TJ: The MTU is more an issue of the highes layer of IP or “outside” our system. You can configure the MAX_MTU_SIZE in most of the operating systems (Windows, UNIX) or in a router. There are already some articles in the press dealing with the optimisation of system setting for IP via DVB. It should be possible to setup an MTU size in your generation device that the perfect filling of MPEG TS packets is guaranteed.

(viii) Identification of subnetwork source/destination. A new 

encapsulation scheme may need to support layer 2 addresses 

(e.g. Ethernet MAC source and destination addresses) of 

nodes in the MPEG-2 transport network. These are not 

required for layer 3 functionality, and the need, and 

applicability, must be addressed by the framework.

TJ: Yes, I agree, the need for a standardized, machine controllable and dynamic mapping of IP<->PID is needed. This could be used for sub-networking grouping using PIDs but also for Unicast-Multicast separations etc.

Unfortunately there is not yet a protocol to design such Datacasting networks. We see this demand and looking for a system (Enhanced Datacasting System, EDS) which offers a standardized, open interface

To have access to a broadcast system (DVB, DAB, perhaps also WLL or WLAN) to allocate channels,

To setup services and to manage bandwidth, quality and resources (channels, PIDs etc.).

In DAB we have STI (service transport interface) what we are missing in DVB systems. Our MediaRouter should overcome this situation.

Therefore: this and some other issues are also the main interest of our ideas and intentions.

(ix) Filtering. Support for efficient filtering and extraction 

of IP packets. This may require layer 2 addresses or 

labelling of streams corresponding to IP flows.

(x) Diffserv and QoS.  The mapping of QoS functions may also be 

addressed (if specific issues arose). This may include how 

such fields as IP address, IP QoS/DSCP should be mapped to 

the under-lying MPEG-2 transport stream. 

(xi) Security. The framework must permit the use of IPSEC and 

clearly identify any security issues concerning the 

specified protocols. Consideration should also be given to 

the need for closed user groups and the use of MPEG-2 TS 

encryption.

TJ : Yes, security but we have to distinguish between Conditional Access (CA), a native approach to encrypt programs and content (perhaps it works also for IP) and IP encryption as function of a higher layer. If we say, OK IP security is the task of the higher layers, end-to-end, based on existing IP and software applications nothing have to be done. But just the “simple” fact, our system is mainly uni-directional !!! has to be borne in mind. A negotation of a key is not possible, the algorithm has to be work asymmetrically etc. Than we are back to the basics of CA where the source can allow that one of the receivers can make use of encrypted content based on an device ID (perhaps the MAC address).

RDW: This requirement actually means that the framework must specify an (optional) return path. Cases of with and without return path must be considered. (Note, both IPsec and MSEC should not effect layer 2 or MPE).
RDW: CA is generally not seen as a good way to encrypt IP flows (see DVB-TM IPI2001-058r1). When using CA for IP traffic, sections should be encrypted (not TS packets - see ISO13818-1, headers of private sections must be sent unencrypted).
(xii) Management. There may be a future need for standardised 

SNMP MIBs and error reporting procedures. The need for and 

scope of this is yet to be determined.

The first goal of this work is to define a lightweight encapsulation 

protocol that meets the above requirement.

5. Supporting Protocols

In DVB, information about the MPEG-2 TS carried over a TS 

Multiplex is usually distributed via tables (service information, 

SI) sent with a specific set of PIDs. This system was originally 

designed for audio/video distribution to set-top-boxes.  The 

design requires access to and processing of the DVB table 

information, carried in DSM-CC section format.  This scheme 

reflects the complexity of delivering and co-ordinating the 

various TS channels associated with a multimedia programme. There 

is no direct support for IP mechanisms for identification of the 

TS multiplex and PID in use for a particular IP address. Improved 

support for IP could be integrated into these DVB tables.

An alternate approach is to carry this information using a 

lightweight encapsulation scheme that encapsulates data directly 

into TS cells. Implementing this independently of DVB SI tables, 

would ease implementation, by allowing it to operate on systems 

where the IP processing is performed in a software driver. It may 

also allow the technique to be more easily adapted to other 

similar delivery networks. Use of higher layer protocols also 

allows the framework to be used in networks which use DVB links, 

but do not necessarily support audio/video services and do not 

need to provide interoperability with the full DVB standard (e.g. 

links used solely for connecting IP (sub)networks).

TJ: Are the tables (the DVB signalling) transmitted in DSM-CC sections ? I do not think so, DSM-CC is just used for data (well known like Data Carousel or Object Carousel (used in MHP) or private (IP and others)).

RDW: SI tables go in MPEG-2 private sections. DSM-CC section is a subtype of an MPEG-2 private section, but it is not used to carry SI tables.

TJ: We use currently non-signalled IP transmission. It is not necessary to enhance the signalling tables in order to mark where your data service is. If you transmit IP independently of the table section there are just tow small problems:

a) when you try to use an analyser you will find un-referenced PIDs and

b) your receiver has to know exactly the PID where the data is carried (no dynamic and automated support)

Otherwise to use a native, direct encapsulation into TS cells could disturb your main function, to transmit TV. How you could be sure that there is no influences when such a signal is passing the MPEG signal chain and devices (MPEG muxers, re-muxers, signal routers etc.) and that all the available receivers at the user side will interoperate with such a signal. It seems to me not possible to have a mix of native DSM-CC and direct mapping or it has to be investigated very carefully.

Work in this area includes:

(i) Request by a sender to associate a PID with an IP flow.

(ii) Request by a sender to establish a QoS association for a 

PID carried over the DVB subnetwork.

(iii) Indication of the DVB subnetwork capabilities to the IP 

sender. 

(iv) Indication to the IP receiver of the PID and TS Multiplex 

that should be used for reception of IP datagrams from a 

particular address.

(v) Definition of a MIB to provide standard management of the 

IP subnetwork using SNMP.

The IP address resolution support may also be suited for use with 

other IP over DVB encapsulations (e.g., MPE [ETSI-DAT]). As part 

of address resolution, there is also a need to signal whether MPE 

or an IETF encapsulation is used

TJ. New for me. Which other IP-over-DVB encapsulations do exist ? I thought just DSM-CC with MPE, perhaps just to distinguish between DVB, ATSC (and the Japanese system IDBT).

RDW: If a "sender" is a normal IP server, then I would not expect it to understand the DVB world. The framework should define the name of this "DVB Interface Unit" entity. [note, if MPLS is introduced, then the implications should also be considered here]

RDW: Related to this - is the "IP sender" to "DVB Interface Unit" interface also in scope? I have the feeling that these work items will need further review for the "IP server - DVB Interface Unit - MPE" (logical) architecture.

Just for fun...

                          +----------+

                          |          |
                          |   DVB    |
+----------+              |interface |              +----------+

|          |              |   unit   |-(?? control)-|          |

|    IP    |-(IP control)-|          |-(IP control)-|    IP    |

|  sender  |              +----------+              | protocol |

|          |                                        |  encaps  |

|          |----------------(IP data)---------------|          |

+----------+                                        +----------+ 
6. Multicast Support

This section addresses specific issues concerning IPv4 and IPv6 

multicast over DVB links. 

These issues include, but are not restricted to:

(i) Encapsulating multicast packets on the forward TS 

multiplex.

(ii) Mapping IP multicast groups to the underlying network 

PID and TS Multiplex.

(iii) Provide signalling information that allows receivers to 

extract an IP multicast flow from the TS Multiplex.

(iv) Determining group membership(e.g. utilising IGMP / MLD). 

(v) Error Reporting.

RDW: The term "TS Multiplex" causes problems again. What about remultiplexing. What about where the MPE generates elementary stream that goes to several multipexors (and also many MPEs per MUX). Encapsulation and multiplexing should be separated (functions), the later possibly happening several times before final "transmission ready" multiplexes are broadcast.

RDW: (iii) "extract" should be "locate" - unless this is also to include extraction code or parameters. [I would expect that extraction happens according to a static definition (with options :) in the standard - location is dynamic].

RDW: (ii) and (iii) seem to consider a single cell (multiplex) network only. Both DVB-T and DVB-S deal with multi-cell networks (although network management issues tend to be partially different). If the intention is to leave any or all of "IP session discovery, topology (cell availability) and maintenance (mobility, transponder changes etc.)" out of scope, then I think this should be explicitly stated to avoid confusion over what is included in "signalling information". Making service discovery a separate chapter would help.

RDW: (iv) In general terms, IGMPv3 and MLDv2 are preferable due to the SSM capabilities.

The primary goal of multicast support will be efficient filtering 

of IP-multicast packets and the mapping of IPv4 and IPv6 multicast 

addresses onto the associated PID value and TS multiplex.  The 

design should permit a large number of active multicast groups, 

and should minimise the processing load at the receiver when 

filtering and forwarding IP multicast packets. For example, 

schemes that may be easily implemented in hardware would be 

beneficial, since these may relieve the drivers and operating 

systems from discarding unwanted multicast traffic.

7. Summary

This document proposes a framework for defining a set of protocols 

to perform efficient and flexible support for IP network services 

over networks built upon the MPEG-2 Transport Stream.  This 

framework transmits IP datagrams using the Multiprotocol 

Encapsulation (MPE), which is widely implemented, and in addition, 

proposes a new optimised encapsulation procedure.  The framework 

also includes one or more new MPEG-2 Transport Stream (TS) 

resolution procedures to allow dynamic configuration of the sender 

and receiver using an MPEG-2 link.  The framework will support 

IPv4 and IPv6 services in both the unicast and multicast modes.  

Support for compression is also a key element in this proposed 

framework.

TJ: Oh, configuration of the sender:

a) How to do if we have just a uni-directional TS link down to the receivers ?

b) The receiver should be configure itself (automatic adaptation to the signal, frame structures and parameters -> the idea of MPEG encoding and decoding).

c) If a receiver could configure a sender -> dangerous. We have still a broadcast system and not an individual communication system, peer-to-peer. There must be a guarantee that “all” receivers will be able to get the signal. The setup a “private”, “strange” parameter profile for the source site done by a single end user is not anymore a broadcast capable system.

8. Acknowledgments

>>> To be completed.

9. References

>>> To be completed.

[CLC99] Clausen, H., Linder, H., and Collini-Nocker, B., "Internet 

over Broadcast Satellites", IEEE Commun. Mag. 1999, pp.146-151.

[ETSI-DVBC] EN 300 800 Digital Video Broadcasting (DVB); DVB 

interaction channel for Cable TV distribution systems (CATV)

[ETSI-DVBS] EN 301 421 Digital Video Broadcasting (DVB); 

Modulation and Coding for DBS satellite systems at 11/12 GHz

[ETSI-DVBT] EN 300 744 Digital Video Broadcasting (DVB); Framing 

structure, channel coding and modulation for digital terrestrial 

television (DVB-T)

[ETSI-DAT] EN 301 192 Specifications for Data Broadcasting

[ISO-DSMCC] ISO/IEC IS 13818-6 Information technology -- Generic 

coding of moving pictures and associated audio information -- Part 

6: Extensions for DSM-CC is a full software implementation

[ISO-MPEG] ISO/IEC DIS 13818-1 Information technology -- Generic 

coding of moving pictures and associated audio information: 

Systems

[ISO-VID] ISO/IEC DIS 13818-2 Information technology -- Generic 

coding of moving pictures and associated audio information: Video

[ISO-AUD] ISO/IEC 13818-3:1995 Information technology -- Generic 

coding of moving pictures and associated audio information -- Part 

3: Audio

[Ken87] Kent C.A., and J. C. Mogul, ³Fragmentation Considered 

Harmful", Proc. ACM SIGCOMM, USA, CCR Vol.17, No.5, 1988, pp.390-

401.

[RFC793] Postel, J., "Transmission Control Protocol", RFC791.

[RFC1122] B. Braden, ed., "Requirements for Internet Hosts  - 

Communication Layers", RFC 1122.

[RFC1144] Jacobson, V., "Compressing TCP/IP Headers for Low-Speed 

Serial Links", RFC1144.

[RFC1191] Mogul, J., Deering, S., "Path MTU Discovery", RFC 1191.

[RFC2507] Degermark, M., Nordgren, B., and Pink, S., "IP Header 

Compression", RFC2507.

[RFC3095] C. Bormann, et al, "RObust Header Compression (ROHC):

Framework and four profiles: RTP, UDP ESP and uncompressed", 

RFC3095. 

[RFC-UDLR]

11.Authors' Addresses

Godred Fairhurst

Department of Engineering

Fraser Noble Building

University of Aberdeen

Aberdeen AB24 3UE

UK

Email: gorry@erg.abdn.ac.uk

Web: http://www.erg.abdn.ac.uk/users/gorry

Horst D. Clausen, Bernhard Collini-Nocker, Hilmar Linder

Institute of Computer Sciences

University of Salzburg

Jakob Haringer Str. 2 

5020 Salzburg

Austria

Email: [clausen|bnocker|hlinder]@cosy.sbg.ac.at

Web: http://www.cosy.sbg.ac.at/cs/

>>> Insert other Author details here.

Full Copyright Statement

"Copyright (C) The Internet Society (date). All Rights Reserved. 

This document and translations of it may be copied and furnished 

to others, and derivative works that comment on or otherwise 

explain it or assist in its implementation may be prepared, 

copied, published and distributed, in whole or in part, without 

restriction of any kind, provided that the above copyright notice 

and this paragraph are included on all such copies and derivative 

works. However, this document itself may not be modified in any 

way, such as by removing the copyright notice or references to the 

Internet Society or other Internet organizations, except as needed 

for the purpose of developing Internet standards in which case the 

procedures for copyrights defined in the Internet Standards 

process must be followed, or as required to translate it into 

languages other than English.

The limited permissions granted above are perpetual and will not 

be revoked by the Internet Society or its successors or assigns.

12. IANA Considerations

TJ: What does IANA mean ?

A set of protocols which meet these requirements, will require the 

IANA to assign various numbers.  This document by itself, however, 

does not require any IANA involvement.

Appendix 1 Examples of Available Mechanisms for Encapsulation

List of possible issues include:

(i) Delineation of start and end of datagrams (and padding, if 

required to end of a MPEG-2 TS packet).

- Should the MPEG-2 TS start-of-payload indicator be used?

- Many IP packets (e.g. a TCP ACK) are typically much smaller 

than an MPEG-2 TS packet; Packing of multiple datagrams per 

MPEG-2 packet may significantly improve link efficiency.

TJ: Yes, currently not possible to transmit more than one IP datagram within one TS cell. But it could be solved using and setup the right MTU size. Due to the small length of TS cells (188 byte minus overhead) the MTU can be configured so small, that exactly one IP datagram fits into the TS cell. Such a value will be the smallest one which exist today in computer networks (about 1500 in LANs, about 500 in dial-up and PPP connections).

RDW: The header goes into each packet, so the smaller the MTU, the less efficient the protocol (for data transfer greater than 1 packet in length). IP packets can of course be smaller than the MTU, whatever the MTU size. The current DVB MPE already allows multiple small IP packets to be packed to a single TS packet using section stuffing, defined in MPEG-2 Systems as an optional feature (worth implemeting if efficiency is a goal).

Back to the main question: Consider the application. What does need a so small MTU size and this requirement ? Perhaps just a Chat service or Telnet session. But such applications are not broadcast oriented and therefore they do not “fit” to our Datacasting service. But file transfer (FTP), Web based information (HTTP and UHTTP) as well as Streaming Media can enrich broadcasting due to their broadcast nature and meaning. And such services and applications generate so many uninterrupted traffic (a large super-frame) that to set the MTU size to a value where all TS cells are completely filled, is possible.
Not a strong need.

RDW: the TCP ACK is a bad example for the forward path, but we must not exclude messaging services (small data blocks) - which generate revenue in many business cases! 

(ii) Packets for one IP flow (i.e. a specific combination of IP 

source and destination addresses) must be sent using the 

same PID. It should not be assumed that all IP packets are 

carried on a single PID, multiple PIDs must be allowed. 

Current DVB implementations of DVB receivers frequently 

restrict the number of PIDs that may be simultaneously 

received. A simpler encapsulation method may reduce 

receiver complexity and/or increase the number of PIDs that 

may be received.

TJ: Possible already with today’s system.

TJ: Not a big problem for my opinion because to receive just a few data connections (not all) is needed.

(iii) Subnetwork PDUs could have an encapsulation header with 

address field(s) (if required, e.g. MAC or layer 2 end-

point) This may not be required for direct router-to-router 

communication.

(iv) Subnetwork PDUs could have a Protocol Type Field.

­ Is this required? 

­ May be a pre-requisite for ROHC [RFC3095]? 

­ Also useful for supporting extension headers

­ Also useful for IPv6 / IPv4 service access points.

TJ: Perhaps existing in LLC/SNAP headers or in ATSC A90 standards ?

(v) Subnetwork PDUs must have a Payload Length Field.

- Padding must also be supported.

TJ: Existing in MPEG TS structures and the IP header ?

Perhaps a too much layered structure, complicate to calculate but to know where and how many stuffing bits are in a frame or TS cell should be possible already today. (problem of any layered protocol, see OSI examples)
(vi) Subnetwork options (to be discouraged, but could be 

provided via an alternate protocol type field and an 

extension header).

(vii) Payload Checksum / CRC (required? Or optional?)  [LINK-ID] 

suggests a CRC-32 may be suitable.

The FEC is very powerful. Otherwise each layer brings his own checksum (also IP). Why there is a need ?

See ATM, the higher layers are in charge to solve transmission problems, not the link layer itself (the complex and overloaded X.25 is dead due to this approach …)

RDW: IPv4 has a 16bit header checksum, IPv6 does not. I agree with TJ, you can have RS FEC with DVB, or otherwise implement FEC at layer 4 or above (e.g. uHTTP). 3G does allow link layer retransmissions (RUP), but that's not unidirectional.

(viii) Error Reporting. (ICMP messages should be sent where there 

is a known return path according to normal internet 

practice).

RDW: which ICMP messages? The could be a "may" rather than a "should" requirement.

(ix) The framework should allow IPSEC. Link level encryption may 

be provided using an MPEG-2 TS option.

(x) There are benefits from designing a framework which may be 

appropriate a packet/cell size different from 188B.  This 

would allow evolution of the techniques, to support future 

versions of MPEG-2 and other cell based physical layers. A 

common standard would also be very desirable for hybrid 

systems which employ different physical links in  the 

forward and reverse directions.

TJ: Additionally aspects in which we are interested:

· open access interface to make us of broadcast system to transmit data
common interface to setup services and connections, resource allocation and management (EDS)

· How to renegotiate existing services and parameters (dynamic service modifcation)

· Object oriented service management and handling 

· Quality of Service, service categories, priorities, transmission parameters, profiles etc.

· Traffic shaping (smooth the traffic coming from burst-capable networks  such as LANs when it enters a constant bit rate network such as DVB), estimation of shaping queue sizes, calculate the minimum and maximum throughput (automatic adaptation to the data generator profile)

· Mapping of IP and PIDs, signalling where the IP is and what kind of application (streaming, web, ftp, …), sub-network grouping, PID-Rerouting

· Hand-over mechanisms for mobile data reception (there should be a task force and some proposals), relation between backbone routing and dynamic service instantiation on transmitters in case of moving receivers.
Hand-over when a receiver enters a new multiplex island (with another multiplexes and RF-channels).

· The meaning and importance of MAC addresses, the resolution and mapping of MAC addresses (IP address can be manipulated, not useable as unambiguous destination addresses.)

· Aspects of heterogeneous networks (the effect of changed MTU for one segment but end-to-end efficiency ?) 
· Higher layer data compression (ZIPed HTTP, FTP)
The issue of the IP-PID-Mapping seems to me the main focus covered by this document what meets the necessary improvements of Datacasting systems what we see as well.

If we need just a new optimised encapsulation procedure – I do not think so. We need end-to-end approaches, system design rules, access interface, service management. This has to be done by a strict guarantee of the interoperability with running systems. Perhaps a lot of standards and protocols exist (IP header compression, UHTTP, HTTP 1.1 with compression, MPLS, ATSC A90) which we can incorporate.
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